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Abstract: The effect of financial liberalisation on investment in sub-Saharan Africa countrics h:lhs dm‘:vcl]‘,::\ism
attention in the recent literature. The major thrust of the literature has been to undcrst.:md the me e
by which interest rate deregulation on one hand and elimination of other forms of ﬁnar.lc.n:j :cgrc‘::'::igam the
other hand; affect the quantity and quality of investment. This study attempts to empiric ly inve ation
relevance of financial reforms on investment efficiency in South Africa using Johansen-juselius Comwgosi(ive
method. Contrary to the results of other previous studies, the results of this study fail to find a robusth[ércforc'
relationship between real interest rates and investment efficiency in South Africa. 'I:h: study Atf o
concludes that positive real interest rates do not enhance the efficiency of investment in South Africa.
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INTRODUCTION

Financial liberalisation in South Africa was
initiated shortly after the De-Kock
commission reports of 1978 and 1985. Interest
and credit controls were virtually removed in
1980, while bank’s liquidity ratios were reduced
substantially between 1983 and 1985,

Credit ceilings were in effect from 1965 to
1972 and 1976 to 1980. The register of
cooperation, which limited bank competition,
was also eliminared in 1983, Exchange control
on non-residents was eliminated in 1995, while
those on residents were relaxed in 1995
(Williamson and Mahar, 1998), Although South
Africa rapidly removed credit ceilings and
interest rate controls as carly as 1980, capital
controls were later tightened in 1985 in response
to capiral flight following the worldwide
impasition of economic sanctions,

The interest rates remained either negative
or slightly positive until 1985. A definite
positive interest rate was only achieved in the
1990s. By the standard of developing countries,
South Africa is considered to have one of the
most developed and sophisticated financial
systems in sub-Saharan Africa. The
Johannesburg Stock Exchange (JSE), formed in

O

1887, is ranked as the 18th largest s:ki
exchange in the world in terms 0'f mA i
capitalization (Bureau of Africa Affairs, wl'l:ich
2000). The South Africa Reserve Bank, 1d,
is one of the oldest central banks- in d—-l;hw‘l;ank
performs all central banking functions. :vay s
isindependent and operates in the .samt.: rest
Western cencral banks, influencing l“;‘ he
rates, and controlling liquidity throug e
interest rates on funds provided to the pr!
banks. . d

By 1997, South Africa had about 51 Ahcc':ifa
banks. In addition, there were five f“unsc
(community) banks. Out of the 51 llciv bile
banks, 8 were branches of foreign banks, day,
11 were subsidiaries of foreign banks. T;_) ca,
there are about 60 banks in South A l.am':l
including 13 branches of foreign banks,
four mutual banks.

CA
INTEREST RATE REFORMS IN SOUTH AFRI

uring the 1960s to1980s in(ctcs;
Dratcs in South Africa were larg:vas
controlled. The South Afican Reserve Bank
responsible for determining maximum ely.
minimum deposit and lending rates respectiV!









. lSectoqu‘bm andl
nvestment Efficiency in South Afri
ca
71

1996).
McKi
titled /V?on:: (1973) in his influential book
Dt’velopmenty dna" C“Piml in Economic
analysis and .ilfombl.n ed both the theorerical
capital marker ustration of malfunctioning of
essential mcss; '}': de_"CIOPing countries. The
fates, people ge here is that, at low real interest
money or oth would not want to hold much
ﬁnancial.S)'st:r financial assets. As a result, the
to fulfi] Oncm f‘f"?u'd not adequately be able
integrating ca°, ;ts primary functions of
qualizing re pita an.d capital markets and
1990). turns to investment (Thornton,
Accord;j
hOuscthl.j“;ig to McKinnon, the demand for
.C-O"s“mptio,,l;m-s changes as they shift from
is lumpier ‘(’i'nVCStfncnt because investment
aCCumulation requires a longer period of
!)efore disbu n from a given income stream
Is thar a rige rsement. Therefore, his proposition
volume of fm th‘? rate of interest increases the
'"tcrmcdiar::anc'al savings through financial
nds, 3 ph s and thereby raises investment
effece.” _?_h‘fnom-emn he called the “conduit
Will increas ¢ realised investment in this case
of funds, e because of the greater availability
Mck;
Completll(‘;:non furcher rationalized his
And rey) 4 tary relationship berween Investment
Stating thatssets. and real money balances by
ould mca:“ increase in real money balances
Would ;¢ greater efficiency and therefore
eCIil'ling shea output sufficiently to offset the
Kinno nr ¢ ;’fOUtPut allocated to investment
wencc. high’ 973':'46; Khatkhate, 1988).
. Affanged €r postuve real interest rates are
to build up real money balances,

lnc

teag

e financial ; .
ancial intermediation and unification

Inape;
ncl ) .
lent ut'?-l markets thereby ensuring an
ilizari :
ization of resources, pamcularly the

capi )
pital. The complementarity berween
on will therefore

he real positive
he real rate ©

Ic

an .
-con‘inu - d capital accumulati
mtefeSte to exist as long as ¢
rate does not exceed ¢

return on investment.

Financial Liberalization a ,
of Investment on and the Emancy

There exist two channels, through whi
fmancml liber?lization may lead to ai inc:;l:
in the quantity and quality of investment
(Thornton, 1990). One is that higher interest
rates increase the availability of domestic credit
.to finance investment. This channel however,
is hard to distinguish from the effect of intercs;:
rates on savings. The second potential channel
is through McKinnon's (1 973) hypothesis of the
complementary of money and physical capiral.
In this hypothesis, it is argued that because
investment projects arc lumpy, investors must
accumulate their investment balances in the
form of deposits until the required amount of
principal is reached. The more ateractive the
returns on deposits the-more willing investors
are to accumulate them. Specifically, icis argued
that under financial repression, the limited
supply of credit is likely to be rationed across
rojects according to Criteria that do not
correlate closely with social returns.
De Melo and Tybout (1986) for instance,
when interest rates arc decontrolled,
- rovements may be induced.
ment can be
have increased. If
cal movements have been also
al funding becomes available
m of capital inflows as
with expected returns

First, a larger VO
financed because savings
intcrnational capi

libcralizcd, addition:
from abroad in the for
projects

well. Second,

below the ne¥ market-clearing rat will drop
out, while prcviously rationed high-return
projects are a orded the chance to compete
for funds.
In the same

thag, “On one
of interest tends to raise th
iven 2 fixed intcrmcdlauon cost

isi rises €
rising real loan rate therefore

vein, Nyagetera (1997) concludes

hand, an increase in the real rate
e real loan rates,

margin. A
he firms’
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operating costs and lowers profitability, which
"~ then lowers their investment efficiency or
* productivity. On the other hand, an increase in
real deposit rate may have a positive influence
on investment efficiency if it increases the
supply of financial savings and real credit
availability from the financial system, which
facilitates capacity utilisation of existing
investments and in the process improve firms’
profitability and capital
(Nyagetera, 1997: 342-343).
In a study done by Fry in 12 Asian
oping countries, it was found that the ratio
of domestic credit to nominal GNP is positively
and significanty related to real interest rates
(Fry, 1981a). Fry (1981b) gives similar resules
for seven pacific basin developing countries.
In a later study, Fry (1980) found a strong
positive and significant relationship between the
availability of domestic credit and investment
in a pooled time-series study of 61 developing
countries. Fry (1986) also reached similar
conclusions from a study of 14 Asian developing

countries.

productivity

However, one question, which has recently
emerged from the literature, s whether the
mechanisms through which financial
liberalization affects economic growth are based
on the efficiency or volume of investment,
Theoretical studies such as Greenwood and

Jovanovic (1990), Bencivenga and Smi, (1991),

Levine and Renelt (.1992). and Saint-Payl ( 1992)

gains from

€ 75% of th iti
correlation between o Positive

cial intcrmcdiation
and growth is dy. to in

creased investment
clency, rather than ap
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rather than the level of investment.

Cho (1988) argues that financial reform has
led to an increase in allocative cfﬁcicf_lc)’ f’f
investment because the cost of borrowing in
different sectors and industries has narrowed
sharply since 1780. The author argues that,
abstracting fiom risk and unccrtamly.‘a";
economy can be said to allocate capita
efficiently if the marginal return on investment
across secrcrs in equalized.

The guins in investment efficiency after
financial liberalization have also been
documented in a number of individual counm;
studies using firm level data. In the case ©
Ecuador, Jaramillo, er.al, (1992) fOU"d't}fat'
after controlling for firms’ other characteristics:
there was an increase in the flow of credit t©
technologically more efficient firms after
financial liberalisation. Specifically, the author
found that the flow of credit moved from smaller
to larger firms after liberalization. This _Sh,owds
that the small-scale firms had been subsidize
during the period prior to reform in Ecuador
The shift in credit toward large firms Was
therefore a case in which credir shifted to the
area that had been discriminated against under
the system of financial repression.

In Indonesia, credit was re-allocated froF:
manufacturing and agriculture to Oth,er S?Ctorr
after financial deregulation. Studies by Slregar
(1992) and Harris et 2/ (1992) found that, a.ﬁc[
libera]ization, the more technologically cmClc;[
the firm, the greater the proportion of new cred!
it received in Indonesia2. For Korea, A t.'yas
(1992) presents evidence that small firms gaine
improved access to external finance aftef
liberalization, Credit flows in this case, m?ve
from light industrial manufacturing to service
utilities, and construction. In a similar scudy;
Gelos (1997) Provides econometric C"idcnci
that financia] constraints were eased for smal
- e
?* For more decails see Caprio er al (1994) and

Williamson ang Mohar 1998,
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ff'i rms in the Mexican manufacturing sector
Ollo.w ing financial liberalization. Likewise,
Morisset (1993) finds that dthOug], the effect
.Of financial liberalization on the quantity of
:::estr.nem was weak (and even negative in some
invts) in Argentina, the effect on the quality of
estment was consistently positive.
. Although the bulk of the evidence seems to
c:)glle .that financial liberalization has somewhat
a“:tn!:uted.towards more efficient credit
Grccau?n, this argument is not unanimous. De
© dglono (1992), for instance, argues that credit
€ Private sector was ncgatively related to
8rowth in the 1970s and 1980s in Latin
€rica,
COrIIh y authors actribute this ncgatiYc
light a?on to inefficient lending by banks. in
libCra;" poor .'eglllatory incentives. Following
deb | l?ag(,n in Australia, firms increased their
ve evels and banks took on more risky loarfs.
er:s though these outcomes do not In
allocy clves mean that loans were incfficienty
iﬂdiqmd’ the evidence presented by Lowe (1992)
in eff, tcs- that Australian banks under-invested
ther ;CUVe screening methods in 1980s and
Prude ore lacked the capacity to engage
ently in high-risk lending.
of l-ce:fa Posl u (1990) while examining fhc effect
0und°rms in Turkey, which began in 19.80.
iffe that the reforms had made very licdle
'"at:e'ncc o the functional efficiency of the
Ctw cial sector (as measured by the sprea
ar ¢en lending and deposit rates)- The author
gllef that even when Cho's (1988) method of
::lng tl.fe quality of invcstmcnt.was used,
in Ty Was still no evidence that financial reforms
. Urkey had led to a rise in investment
lclcncy.

MODEL SPECIFICATION

Investment Efficiency Equation

In this section, we intend to test the hypothesis,
which states that a rise in real interest rates
(deposit rates) increases the average efficiency
of investment (i.c. incremental capital output
ratio). In chis case, incremental capital output
ratio-is proxied by the ratio of gross domestic
investment to gross domestic product (GDP).
The incremental output capital ratio (IOCR) is
on the real deposit rate of interest (d-
P), real exchange rate, and foreign savings.

Real exchange rate variable has been

included in the above cquation because
depreciation of real exchange is cxpectcd 10
improve capacity utilisation of existing
investment, which improves firm profitabilicy,
and hence cfficiency of investment. The

coefficient of real exchange rate is thercfore

pected to be positive. Foreign savings ratc
:1 the other hZ::l is cxpectgd to case fhe
foreign exchange constrainy, thcfcb'y facilieating
the fuller utilisation of cxisting c.apm.‘l
equipment. Consequently, its coefficient is

be positive (sce also Nyagetera,
cxpcctcd O e ent efficiency (IOCR)

1997). The investm :
e:uation is chercfore, presented as follows:

(1) JOCR=f(D-P" SPY, Rex €,

The above model can be specified as:

(2) JOCR=¥,* ¥ (d-Pe)+ v, SV ¥, LogRexr+,
. 4.Pe = real deposit rate of interest;
&= error term.

ngs ratio;

The evidenc® of investment cfficiency will be
chieved if:
‘(’3) 5(IOCR)/ o (d-Pe) >0-

of other variables are as

The expected signs
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follows:

(4 8 (10CR) /5 (sprv) > 0
(5) 8 (IOCR) /8 (Rexr) > 0

¢ investment efficiency model specified in
equation (1) is adopted from Nyagetera (1997)
and is similar to that used by Ikhide (1992),

except that in this case variables such real

exchange rate and foreign savings rate have been
included as determin,

ants of incremental output
capital ratio.

Data Source and Definitions of Variables
Data Source

This study urilizes annyal time series data, which
covers the 1968 and 1999 pericd. The data used
inthe study are obtained from different sources,
which include; various series of South African
Reserve Bank Bulletin, International Financial

Statistics (IFS), African Development

Indicators and Bureau of Economic Research
(BER) ‘Hand-Book

of Economic Statistics

(University of Stellenbosch).

Definitions of Variables
What follows js the definit

ion of the variables
used in the study.

(i) ‘Foreign savings' in this study is measured

by the current account deficit in the balance
of payment account.

(i1) ‘Incremental output capital ratio’ (IOCR)is
estimated as follows:

IOCR = y/liY
where;

Y is the growth rate in real income and I/Y js
gross domestic investment as 5 ratio of GDP

(i1i) The real exchange rare js computed as:

Rexr = NExr‘CPI(US)/CPI(SA)
Where:

REXr = Real exchange rate;

NEXr = Nominal exchange rate; .

CPI(US) = Consumer Price Index of United States of
CPI(SA) = Consumer price index of South Africa.

(iv) Real interest rate is computed as a nr;al::f
of nominal deposit rate less expected "nﬂation
Where, unobservable expected rate o.f i .
was generated from the actual inflation

Unit Rootand Co-integration Tests
Unit - Root Tests

In order to test for the stationarity of tlhc c::tda
used in this study, the Dickey-Fuller
Augmented-Dickey Fuller class of tests 3;_2  the
The first step in this case is to test i b an
stationarity of the variables at level, Wi on-
without trend. If the varial.chs af;fcrencc
stationarity, then the next step is to d'_ arity
the variables once and test for the statlQnomc
of differenced variables. If the variables bccit is
stationary after first difference, ‘hcnc do
concluded that the variables are integrat
order one [i.e. 1(1)] . .

In this Ensc, gll)lhc variables except f?r:f;
savings ratio (SFN) were found to be Sm"‘:s les
only after being differenced once. Thcb;c "
of stationarity tests are presented in Ta

Erence
Table 1: Srationarity Tests of Variables on firss Di

~Order of |

Variables | DF | ADF | Orderof |

Dp-Pe | -3.809 [ 4003 | 1D

DFS’Y | 8226 [ .a275 [ 1D

DIOCR | -6.140 | 3938 | KD |

DLREXr | -6245 | -3.410 [ 1D |
Note:

I) Critical value for DF: 1 %=-2.652, 5%= -1 954;

2) Critical value for ADF: 19%=-2.66, 5% -1.955;
E ) R Stationary at 1 9%,
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As seen in Tabl

applicd e 1, the DF and

e th:; :;}ll]ehﬁrSt difference of theic\i?t: s:::.:
!t is therefor ypothesis of the non-stationari
integrared o ; ct;ncluded that the variables a?::
With ered :r er one. This also suggests that
regressions Fo::l?t}?f fo'reign savings, the
on first difference a::(; ‘:::b: sl:vz: tobbe done

Co-;
mtegratio" n.ft
The theo

in the |itg;t)£:: i:ntég' ation was first introduced
i T e
o ¢ (1987)3 y Engle and
Ointegration test Later, a system based
AR) was test using vector autoregressions
ohansen -, incroduced by Johansen (1958
(199Tl). nd Juselius (1990), and ]ohanser;
he th
Argumen¢ ?}),‘y of co-integration is based on the
exhibig tl’cnd:clt although economic time series
N appro pr'mg bfhaviour (i.e. non-stationary)
fending v;::'t e linear combination betwecr:
i Mponene alzbles could remove the trend
Ntegrated, T}? -h"HCe time series could be co-
mat it allows cflmpof tance of co integration is
toecl'.lanism (Eg&the use of error-correction
SUadluSt from th ), which enables the model
: 88ested | e short-run to long-run solution
Ntegration y the theory. The research on co-
l"'{CtionS: :::ts has developed into two main
r l"tegratiots based on the residuals from
th:‘"ger, l987)n regression (i.e. Engle and
Wh."ector aut »and the system based tests using
on ich ¢ cCul_:"“fgl"::ssions (V AR). The laceet
andtests sugge ent study intends to use, is based
J()hanse sted by Johansen (1988, 1991),
n and Jeselius (1990)-

t

./o],

ans, e
" and Juselius Approach

¢
(1 9 gmultival‘iate : .
cointegration test by Johansen

)
3 Can
X See alsg be expressed as:d
See " Dutta and Ahmed. 1997
Q Kal' ’ ’
an
d Pentecost (2000); Kogar (199%)

__/

@) Xt=T+T,AX, +T,AX + .. +
r,,AX, +1IX +e,

Where:

Xt= (IOCR, d-pe, SFY, RExr];
X =isa4 x 1 vector of variables th i
order one [i.e. (D} aarcintegraiedol

T = isa4x4 matrix of coefficients;

T1 = 4x4 matrix of parameters; and

g, = is a vector of normally and independently

distributed error term.

The presence of r co-integrating vectors
between the clements of X, implies that n is of
the rank r (O<r<4) and hence n can be

decomposed s
(3) N=a p
where:

= is the matrix of co integrating vectors.

= is the adjustment matrix
a and paredxr matrices.

n can now be written as:

The above cquatio
@) xt=TtT, AX 4T, B gt oo
| I X t¢ EX e
nerpreted 38 distinct
ch that X, form linear

s are the vector
The problcm with the

The rows of B are i

cointegrating yectors su

stationarity proces
correction cocfficients.

nted in equatio

ong-run economic
therefore requires at least ¢

¢ of which is the normalisation
hese pormalisation restrictions
ic theory so that
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Trace Test and Maximum Eigenvalue Test

The Johansen and Juselius method uses two
tests to determine the numbser of co-integrating
vectors, namely the Likelihood Ratio Trace test-
LRT” and the “Maximum Eigen Value test —
ME”. The likelihood trace statistics can be
expressed as:

n

) LRT=.T §+lln (1-p)

The null hypothesis in this case is that the
number of cointegrating vectors is less’ than or
equal to r, where r is 0, 1, or 2.., etc. In each
case, the null hypothesis is tested against the
general hypothesis. That is, the full rank r = n,
The maximum Eigenvalue test on the other
hand is expressed as:

© ME=-TIn [1;'1]

In this case, the null hypothesis of the existence
of r cointegrating vector is tested I against the
alternative of r+ 1 co integrating vectors. If there
is any divergence of results berween the trace
test and the maximum eigenvalue test, it is
advisable to rely on the evidence based on the
maximum eigenvalue test because the latter s
more reliable in small samples ( see Dutta and

Ahmied, 1997; Banerje et al, 1993),

Table 2: Johansen-Juselius Maximum Likelihood

EMPIRICAL RESULTS

The results of co integration test b'ased Oln |
Johansen and Juselius are presented in Table
23

Based on the Trace test, there is at most on¢ Cﬁ
integrating vector. Starting with the nu
hypothesis of no co integration (r=0) amon5
the variables, the trace test is 82.43, which 18
well above the 95% critical value of 47:2' Thf
Trace statistics rejects the null hypothesis of r ;
0in favour of the general alternative hypothes
of >=1, 2

However, the null hypothesis of r<= 1, 1<~ ;
and r<=3 could not be rejected. It is thercf?"
concluded that there is at most one cointegrati"é
vector.
On the side of maximum eigenvalue s
null hypothesis of no cointegration (r=0) ]
rejected at 1 % level of significance in f'avouc
of a specific alternative, that there 1§ onll
cointegrating vector, r= 1. However, the nt
hypothesis that r<= 1, r<=2, and r<=3 oY
not be rejected.

It is therefore, worth noting that, bot

race and maximum eigenvalue test Sta‘l v

reject the null hypothesis of r = 0 at 1 % le .
of significance respectively. This thcrcfo.:‘,
implies that there exists a unique co integra* &

test, thc

h the

istics

Cointegration Tests
T _4—-/
race Test Maximum Eigenvalue Test
| _ 95% 95%
Null | Alternative Statistics | Critical Null | Alternative | Statistics Critical
value. value.
r=0 |r=1 8243** 1472 [(1=0 |r31 56.79** | 27.1
r<l [r=2 2564 1297  |r<i |r32 15.73 21.0
r<2  |r=3 9.905 154  [r<2 |r>3 6.651 14.1
r<3 r=4 3.254 38
. . <
r<3 |r>4 3.254 |38 |

Note: r stands for the number of cointegrating vectors

* The Akaike and Schwarz criteria was used ©© derer”

N . . st.
mine the number of lags for the cointegration €
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vector.
.cxist . g:gls:c{:ently, we conclude that there
investment effic ng-run relationship between
.Simila:ly, the oo lency (IQCR) and interest rate.
s @ scable lonmtt:grzmon test shows that there
investment efFg-f'un relationship between
eterminansc ui:ency (IOCR) and other
orcign saving:,uc as real exchange rate and

Resid
ual Based Cointegration

Theco :
(1987(; 'i'::flr ation test based on Engle-Granger
e i“"cstme;es two stages. In the first stage,
Sstimared t efficiency equation (IOCR) is
Stage, the rcsiclllg OLS method. In the second
'S tested fo ual _c‘btained from the first stage
Stationary thr stationarity. If the residual is
and vice versen the variables are co integrated
F and ADI:. 'l:ablc 3.0 shows that both the
Cointegray; reject the null hypothesis of no
on at 1 % level of significance.

Tabje
3: Resig,
i ::1 5(;::4’ Cointegrasion Test for Invesment
<y (IOCR) Function (Multivariate)

Vs —
Uighles
DW
- DF |[ADF | Co-intergration
1.8 sgatus I
5 | -4.835]-2.812| Co-integrated

Criy;
cal v,
ues for DF: 196=-2.652, 5%-=-1.954-
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Error Correction Modeling

?—Iaving confirmed that variables in the
investment efficiency equation (IOCR) are

cointegrated, the next step is to estimate an
error-correction model (ECM) in order to
determine the dynamic relationship berween the
IOCR, financial liberalisation (proxied by real
deposit rate - d-pe), real exchange rate, and
foreign savings (FSN). In this model, an error-
cortection term (ECM-1) s estimated alongside
the first difference of the non-stationary
variables. The ECM-1 term in this case is a
residual from cointegration regression lagged

once.

rred Model for

Oéer—paramete}ised and Prefe

Savings Function
£ the general over-parameterized
correction model for investment

efficiency (IOCR) function (not presented here)
are difficult to interpret and as expected, many
s are not significant. The model is

a preferred model is

therefore reduced until
le. 4.0 gives a summary of the

obtained. Tab
prcferrcd (parsimonious) model.

The results o

error-

variable

Table 4.0: Modelling of DIOCR by OLS (1969-1998)

FADF’ 1%=-2.66, 5%=-1.955

S
| Variable | Coefficient St;,:f:rrd T-Value m P
o B o
W.l S33108 |oa7617 | 188 . w10
D\CR" Soroaz0 | oas0es | 0148 0.8842 ols
% o5z 3202|010 332: To0002
Rz} ZEIR 0'515 0.1505 0.1327
e IO l'zaso 0.0842 0.1857
DLREXLZ T LA l'911 0.3768 0.0524
ﬁMx\M 24139 | 263502 | /1/"-7)7 ST WW
— 064230 | 01830 3,50
o §= 51.3259, Dw=2.58, Rss=3% 15.20555

R?= 0,62, F(9,15)= 2.6839(0.0440)

el
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Preferred (Parsimonious) Model

The battery of tests reported for the IOCR
equation above suggest that the equation does
not suffer from serial correlation, nor is the
model mis-specified nor the choice of functional
form incorrect. The normality of the residuals
are not rejected, and therefore, the reliabilicy
of the “¢” values are ascertained. The residuals
are also confirmed to be homoscedastic.

Analysis of the Results

In the foregoing section, the impact of financial
liberalisation on investment efficiency in South
Africa was examined. The empirical analysis of
investment efficiency (IOCR) function was
based on the assumption that the average
investment efficiency is monotonically related
to the incremental output capital ratio (IOCR).
Contrary to the expectation of this study, the
coefficient of real deposit rate though positive,
failed to reach the traditional level of
significance. This shows that the financial system

in South Africa has an insignificant influence
on the quality of investment in South Africa
during the study period.

A rise in real interest rates therefore, does
not influence the efficiency of investment in
South Africa. The finding of this study, though
contrary to the results of previous studies such
as Ikhide (1992), is consistent with Nyagetera
(1997) for the case of Tanzania,

The co-efficients of the first lag of IOCR
and the second lag of real exchange rate however,

are both positive and statistically significant as
predicted by the study. The co-efficient of the
third lag of forei

8N savings is also positive as
expected, and statistically significant, which
indicates that an increase in foreign savings

Increases the average efficiency of investment
in South Africa,

The African Journal of Finance and Management Vol. 11 No. 1
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